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Background: Despite widespread use of problem-based learning (PBL) in medical schools, no review currently exists on its assessment. Given the importance of assessment for any curriculum, a critical review of the literature was conducted to explore whether the assessment methods match the philosophical tenets of PBL.

Summary: Articles from MEDLINE and other databases on the assessment of PBL were reviewed. The following areas require special attention by PBL medical schools: enhancement of formal continuous formative assessment; use of the context of a working problem to assess knowledge and problem-solving skills; prevention of negative steering effects by a judicious choice of assessment content, instruments, and timing; and implementation of a longitudinal and centralized student profile.

Conclusion: Despite the existence of general practical recommendations on assessment in PBL settings, this review reveals a lack of uniformity and consensus on the practical application of general principles. Topics for future research are highlighted.
language and to the field of human medicine. Manual searches of the proceedings of the Association of American Medical Colleges conferences on Research in Medical Education, as well as of the proceedings of the Ottawa Conferences on Medical Education were also conducted. Published books on PBL and the bibliographies of retrieved articles were reviewed to identify additional relevant sources. Journal articles and book chapters were selected if they addressed the issue of the assessment in PBL medical schools. Only medical schools fulfilling Barrows’s criteria of the PBL taxonomy were included.

Among 94 citations found, 19 dealt with general aspects of assessment in PBL, 60 addressed assessment issues in the context of PBL, applied totally or partially to the curriculum, and 15 were related to PBL being applied to a single discipline. Thirty-two medical programs were represented:

1. Eleven in which PBL was the predominant instructional method for all students (43 references).
2. Five in which PBL was the predominant instructional method for a parallel track applied separately from a conventional curriculum (12 references).
3. Three in which PBL was mixed with features of a conventional curriculum (five references).
4. Seven in which problem-based approaches were applied to a specific field in preclinical years (seven references).
5. Six in which problem-based approaches were applied to a specific field in clinical years (eight references).

For each theme pertaining to assessment in PBL, we report the general recommendations from the literature and analyze how these recommendations are applied in practice, based on the published works.

Assessment as a Formative Process

Formative assessment is one of the main features of PBL. It must be a continuous process, integrated with learning, that favors self-assessment and assists students in defining their own learning needs.

Detailed descriptions of formative assessment were poorly represented among the articles. Thirteen programs essentially described their summative processes, where periodic assessment may influence each student’s progress in various ways. Only two medical schools provided an extensive description of a formal formative assessment. McMaster University provides a program including predominantly formative assessment with no summative or end-of-course examinations. Personal goals are set by students with their tutors and formative assessment permits an oriented remediation that may be proposed by the faculty or identified by the students themselves (self-referral).

In 1994, the Newcastle University Medical School introduced a formal formative assessment program that incorporates all the instruments used for later summative purposes. Faculty members are committed to mark students’ activities, and this assessment encompasses a written examination on understanding and knowledge of the basic and clinical sciences, group function, clinical reasoning, self-directed learning, and communication and interaction skills.

The low number of reports describing formative assessment in detail does not necessarily mean that medical schools do not provide it, but may reflect the difficulty in making formative assessment a formal process. First, the implementation and maintenance of formal formative assessment demand additional involvement of staff members and may require additional resources. Second, when PBL and traditional tracks are running simultaneously in an institution, there may be internal pressure to demonstrate the effectiveness of PBL through summative tests. Third, it is not clear whether student outcomes are better when formal formative assessment is conducted. This issue needs to be explored more extensively.

Content of Assessment and Measurement Instruments

A central role of PBL is the “acquisition and nurturing of problem-solving skills to be used for a wide variety of clinical problems.” Attempts have been made to measure these skills independently of knowledge, but there is little to support the hypothesis that problem-solving skills are really independent of the knowledge context in which the problem-solving process takes place. PBL leans more toward acquiring integrated knowledge in the context in which it will be used later. Therefore, assessment in PBL must challenge traditional assessment systems. It should focus less on the content, recall of isolated facts, and outcomes and focus more on the processes and performances in context, because the fact that students know something is no assurance that they know when or how to use that information.

The content of tests often represents values reinforced by faculty, and assessment exerts an important influence on the curriculum (steering effect), including problem-based curricula. Assessment may invite students to “study for the test” and reinforce rote memorization if poorly designed. Such attitudes jeopardize the spirit of PBL and self-directed learning. Therefore, assessment must be consistent with how students learn in PBL settings, match the educational objectives of the program, and relate to the objectives set by students. To remain student centered, Barrows...
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suggested using the learning issues developed by each group during the tutorials to direct the examination content. Merely listing detailed behavioral assessment objectives would be the antithesis of problem-based self-directed learning by making the assessment teacher centered.9

The following sections describe various approaches reported by PBL settings to measure knowledge and problem-solving skills, practical skills, and professional attitudes. These instruments are categorized, according to Swanson’s classification,10 as outcome-oriented and process-oriented instruments.

Knowledge and Problem-Solving Skills

Outcome-Oriented Instruments

Outcome-oriented instruments assess the product of students’ performances rather than how results were achieved. As Barrows2 emphasized, these measures do not refer to the outcomes of patients.

Multiple-choice questions, short-answer questions, and extended-matching items. Multiple-choice questions (MCQs), which are also broadly used in PBL, have been criticized for assessing isolated and independent facts and testing only recall.15 If the task posed for the examinees is appropriate, however, this method has been shown to reflect not just recall of facts, but also problem-solving skills.10 This is a controversial issue in the PBL field. Barrows8 proposed that, if such test formats are used, they should be in context, immediately following work with a patient problem (standardized patient or computer simulation). Guessing and “cueing” are other criticisms typically associated with MCQs. Increasing the number of relevant response options, however, is a straightforward way to address these issues. From a psychometric standpoint, MCQs offer high internal consistency reliability, because this format allows for broad sampling of content domains, and high validity if they are constructed appropriately.10

Guessing and “cueing” are less problematic with short-answer questions (SAQs), because no choices are offered to the examinee. Potential problems with this format are their lack of precision regarding what is expected from the students, the increased faculty time and effort for scoring, and lower test reliability due to the fewer number of test items and more subjective scoring.

The extended-matching item format, where the examinee must choose among numerous alternatives, may represent a compromise between MCQs and SAQs. In addition to reducing the risk of guessing and “cueing,” this format offers a more objective and automated scoring process.

The Progress Test. To minimize the negative steering effect of assessment on students’ learning, the University of Maastricht (formerly University of Limburg) implemented the Progress Test (PT), which is not linked to any particular curricular block.36 It reflects the end objectives of the curriculum and samples knowledge across all disciplines and content areas in medicine relevant for a medical degree. Questions are at all taxonomic levels, provided that the knowledge addressed is functional for the student on graduation. Each test consists of about 250 true–false items stratified across 15 categories based on the International Classification of Diseases. It is administered four times a year to all students in the medical school. Results are used in formative and summative ways. In examining the validity of the PT with regard to the growth of clinical reasoning skills, Boshuizen and coworkers37 found a high correlation (r = .93) with a test on clinical reasoning. They inferred that the PT was a valuable tool for monitoring students’ progress and that true–false questions may assess more than factual knowledge.

The PT was also implemented at McMaster University in 1992,27 as a 180-item, multiple-choice test administered in 3-hr sittings to all classes in the medical school three times a year. Test–retest reliability over successive administrations was .53 to .64, and predictive validity of the cumulative score was in the order of .60. The overall impact of the test on the students’ learning habits was minimal, and 73% of the students mentioned that the test had no effect on tutorial-group function. Results are used formatively, which allows students to identify their needs for remediation and permits identification of students who have severe and persistent problems.

Essay exams. The advantages of essay exams are that they can more easily reflect the problem-solving skills of students and provide a format that encourages students to integrate their knowledge. Drawbacks include the risk of asking questions that are too vague and the low reliability due to the small number of questions and subjective scoring. To limit these problems, a larger number of short essays are better than a few longer questions.10 The use of essay questions was reported by few PBL medical schools.16,22,38

Oral and structured oral examinations. The advantages and disadvantages of oral examinations are similar to essay exams, but additional logistic and scoring problems may be encountered. To improve their objectivity, attempts have been made to standardize the examinations by preparing sets of hypothetical cases and suggesting lines of questions and scoring criteria in advance.39 The use of oral assessment was commonly reported by PBL medical schools.24,28,40–48
Patient-management problems, computer simulations, and paper cases. To test clinical reasoning and problem-solving by case simulation, patient-management problems were used extensively until the late 1980s, when evidence of psychometric flaws led to their discontinuation. The field of computer simulation holds greater promise. High-fidelity models of patient care, which present diseases in a dynamic way and include realistic pictures of patient findings, are anticipated. Assessment through computer simulations was reported by two surgical programs using PBL in a clinical setting.

In an attempt to find an inexpensive, standardized, and easily administered and scored method of assessment, paper cases were developed in the setting of a course entitled “Issues in Contemporary Medicine” given during the 2nd year at the University of Illinois College of Medicine at Rockford. As described by Hand, this method tested patient-physician communication, with emphasis on patient compliance. Questions were related to a clinical situation given in a sequential format to be responded to in an open-ended fashion. To account for multiple correct responses, the answer key contained alternatives requesting the personal judgment of the rater. No psychometric properties were reported. Other formats of patient management assessment reported by PBL programs include direct observation of students, log-books recording experiences and skills performed, case descriptions, and write-ups.

Modified essay question. To test the clinical reasoning process in a PBL setting, the faculty of medicine, University of Newcastle, adapted and used the modified essay question (MEQ), a serial, structured question examination presenting clinical cases in sequence in a booklet. To simulate the finite temporal sequence of decision making in clinical practice, the MEQ does not permit students to preview items by looking forward in the booklet, or to come back to change decisions on earlier items. The test evaluates knowledge in clinical problem solving and practical skills, such as interpretation of radiographs, electrocardiograms, microscopic sections, or videotaped behavior segments. Answers are given in an open format. The test is administered at the end of each term, and each item is marked “satisfactory” or “unsatisfactory” in accordance with pre-established criteria (mandatory level of competence). Students with questionable results have extensive oral interviews with evaluators. Feletti reported that the MEQ had globally acceptable reliability (Cronbach’s coefficient $= .57–.91$) and construct validity, and was invaluable for diagnosing students’ weaknesses in clinical problem solving as well as for providing a concrete basis for remediation. A comparison between the MEQ, which has a fixed progression though the problem, and a structured oral assessment allowing student-initiated progression did not determine which instrument provided a better measure of clinical problem solving. Each format offered separate evidence of validity and reliability. Eight years after its implementation, an evaluation of the use of the MEQ revealed a decrease of items testing problem solving in comparison with recall or interpretation items, highlighting the need to regularly check the quality of the MEQ item bank. The use of the MEQ has also been reported by other PBL medical schools.

Clinical reasoning test modules. Clinical reasoning test modules were developed at Southern Illinois University from the PBL Module to reflect the hypothetico-deductive model of reasoning. Students were asked to compare and contrast a set of hypotheses by eliciting pertinent information from history, physical findings, and ancillary tests. Students received the same problem in the form of multiple workbooks and were asked to carry out an inquiry strategy and decide on initial hypotheses and tests to perform to reach a final hypothesis. This step tested the reasoning process and was corrected through a pre-established score. Self-directed study skills were assessed through a second step where students listed learning issues and resources from the case, corrected their workbooks after self-study, and finally summarized what they had learned and evaluated their own performance. A study by Williams and colleagues reported that the test successfully approximated physician ratings made by direct observation ($r = .66–.93$), could possibly predict clerkship performance ($r = .27$), and provided an efficient way for assessing clinical reasoning without requiring direct observation by physicians.

Clinical reasoning exercise. The clinical reasoning exercise was developed at McMaster to address the need for testing students on 10–20 cases to ensure reliability. It consists of an oral or written examination containing multiple questions (cases) administered within a 30–60-min period, with only a brief assessment for each case. Neville and coworkers reported acceptable reliability (alpha coefficients ranging from $.38–.78$), probably, in part, because of the variation in scoring these questions. Construct validity was assessed by eliciting pertinent information from history, physical findings, and ancillary tests. Students received the same problem in the form of multiple workbooks and were asked to carry out an inquiry strategy and decide on initial hypotheses and tests to perform to reach a final hypothesis. This step tested the reasoning process and was corrected through a pre-established score. Self-directed study skills were assessed through a second step where students listed learning issues and resources from the case, corrected their workbooks after self-study, and finally summarized what they had learned and evaluated their own performance. A study by Williams and colleagues reported that the test successfully approximated physician ratings made by direct observation ($r = .66–.93$), could possibly predict clerkship performance ($r = .27$), and provided an efficient way for assessing clinical reasoning without requiring direct observation by physicians.

Problem-analysis questions. The problem-analysis questions, developed and used at the University of Sherbrooke, consist of context-dependent short-answer questions. They were designed to test the students’ abilities to “analyze information of a short vignette, generate and evaluate hypotheses, and propose explanations to problems.” The internal consistency adjusted for test length was low to moderate ($r = .38–.78$), probably, in part, because of the variation in scoring these questions. Construct validity was assessed by eliciting pertinent information from history, physical findings, and ancillary tests. Students received the same problem in the form of multiple workbooks and were asked to carry out an inquiry strategy and decide on initial hypotheses and tests to perform to reach a final hypothesis. This step tested the reasoning process and was corrected through a pre-established score. Self-directed study skills were assessed through a second step where students listed learning issues and resources from the case, corrected their workbooks after self-study, and finally summarized what they had learned and evaluated their own performance. A study by Williams and colleagues reported that the test successfully approximated physician ratings made by direct observation ($r = .66–.93$), could possibly predict clerkship performance ($r = .27$), and provided an efficient way for assessing clinical reasoning without requiring direct observation by physicians.
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Standardized patient-based tests. Although standardized patient (SP)-based tests are used most often to measure history taking, physical examination, and interpersonal and communication skills, they also can provide the basis for assessing knowledge and problem solving related to the case through postencounter oral, written, or computerized tests exams. In this case, the psychometric properties of the test will essentially depend on the postencounter method used.

Although the majority of medical schools reported the use of SPs in their assessment programs, few described encounters with SPs as a basis for assessing applied knowledge and clinical reasoning in the context of a problem. Exceptions are Southern Illinois University and the medical schools using the Individual Process Assessment (IPA) (cf. Learning Exercises section, which appears later).

In summary, although traditional ways to measure knowledge and problem-solving skills, such as MCQs, SAQs, and oral examinations, are broadly used in PBL medical schools, many attempts have been made to develop tests reflecting the reasoning process of physicians. Although no consensus seems to exist in the reviewed literature on the best method to use, many approaches have their own merit. For example, the PT is helpful to prevent negative steering effects on learning; the MEQ, with carefully constructed items, or the clinical reasoning exercise offer valuable approaches embedding problem solving and content knowledge assessment. Although PBL medical schools commonly report the use of SP-based tests, they rarely mention conducting postencounter examinations. However, use of SP-based tests seems an attractive approach to broadly cover dimensions of competence while providing sound psychometric properties if well-constructed MCQs or extended-matching items are used. The next section reviews the instruments used to assess the processes of PBL.

Process-Oriented Instruments

Process-oriented instruments were developed to reflect how well the educational objectives or criteria advocated by PBL are achieved. These instruments essentially assess the development of problem-solving skills, self-directed learning and self-assessment skills, communication skills, and critical thinking. They include learning exercises and tutor, peer, and self-assessment.

Learning Exercises: The triple jump-based exercises, the individual process assessment, and the four step assessment test (4SAT). In the triple jump (TJ) exercise, students discuss a written clinical scenario and identify the related learning goals, review the learning materials individually, and come back to present their conclusions and judge their own performances. This method aims primarily at assessing problem-solving and self-directed learning skills. Nevertheless, psychometric flaws related to the low number of cases examined limit their use for summative purposes and variations of this test have been developed.

At the University of Hawaii, an attempt was made to increase the objectivity of this test. TJ subjective scores were generated by the faculty members and were derived from responses to pre-established statements about students’ performances. TJ objective scores were based on the comparison of pre-established criteria with students’ written answers to the first step of the process—the hypothesis-generation step. There was a moderate correlation between TJ subjective and objective scores (r = .53) and a high internal consistency for the TJ as a whole (Cronbach’s coefficient α = .89). There was no correlation between TJ scores and other objective tests such as the MEQ or the laboratory practicum. Reliability and validity remained a problem, because students worked on a single problem, and the different problems used were unequal in difficulty. However, as the TJ is graded on a pass–fail format, the authors concluded that a subjective assessment was adept at discerning marginal-to-unsatisfactory performances, and that the objective scores were helpful in corroborating subjective impressions for students who received low subjective scores.

At the University of Linköping, the exercise is based on a videotaped interview with a real patient, which is evaluated by a general practitioner and a basic scientist. After an oral assessment of knowledge and understanding, the student formulates a learning task and is given 4 hours to research the information before presenting the newly acquired knowledge to the same examiner in addition to a teacher from the medical library. No psychometric properties were reported for this test.

To test students in their PBL course entitled “Medical Problems,” Friedman and colleagues described another variation of the TJ. Cases are discussed in groups with tutors, and students have 1 week to develop individual written reports addressing the three most important learning issues developed by their group and two additional questions given to the entire class. Tutors from different groups grade these five written short-essay responses. Psychometric analyses yielded generalizability coefficients ranging from .52 to .71 and low correlations with tutor ratings and scores in other courses (r = .15–.32).

The IPA (cf. Learning Exercises: The triple jump-based exercises, the individual process assessment, and the four step assessment test (4SAT). In the triple jump (TJ) exercise, students discuss a written clinical scenario and identify the related learning goals, review the learning materials individually, and come back to present their conclusions and judge their own performances. This method aims primarily at assessing problem-solving and self-directed learning skills. Nevertheless, psychometric flaws related to the low number of cases examined limit their use for summative purposes and variations of this test have been developed.

At the University of Hawaii, an attempt was made to increase the objectivity of this test. TJ subjective scores were generated by the faculty members and were derived from responses to pre-established statements about students’ performances. TJ objective scores were based on the comparison of pre-established criteria with students’ written answers to the first step of the process—the hypothesis-generation step. There was a moderate correlation between TJ subjective and objective scores (r = .53) and a high internal consistency for the TJ as a whole (Cronbach’s coefficient α = .89). There was no correlation between TJ scores and other objective tests such as the MEQ or the laboratory practicum. Reliability and validity remained a problem, because students worked on a single problem, and the different problems used were unequal in difficulty. However, as the TJ is graded on a pass–fail format, the authors concluded that a subjective assessment was adept at discerning marginal-to-unsatisfactory performances, and that the objective scores were helpful in corroborating subjective impressions for students who received low subjective scores.

At the University of Linköping, the exercise is based on a videotaped interview with a real patient, which is evaluated by a general practitioner and a basic scientist. After an oral assessment of knowledge and understanding, the student formulates a learning task and is given 4 hours to research the information before presenting the newly acquired knowledge to the same examiner in addition to a teacher from the medical library. No psychometric properties were reported for this test.

To test students in their PBL course entitled “Medical Problems,” Friedman and colleagues described another variation of the TJ. Cases are discussed in groups with tutors, and students have 1 week to develop individual written reports addressing the three most important learning issues developed by their group and two additional questions given to the entire class. Tutors from different groups grade these five written short-essay responses. Psychometric analyses yielded generalizability coefficients ranging from .52 to .71 and low correlations with tutor ratings and scores in other courses (r = .15–.32).

The IPA, developed at the University of New Mexico, is designed to assess the full range of activities...
expected from a physician. Each student is videotaped during an encounter with an SP and is judged on interpersonal and clinical skills. The students submit write-ups about the pertinent findings, hypotheses, and learning needs, and have 2 days to research the identified learning issues. They then return to discuss learning and scientific issues with two faculty evaluators. The process requires over 50 hr per student and demands extended involvement of faculty members. Interrater reliability was reported as “problematic,” but no reliability or validity studies were reported. Other schools reported the use of the IPA in their PBL programs.19,24

The 4SAT is a test recently reported by the University of Queensland, Australia,80 that aims to assess individual knowledge and clinical reasoning, as well as group process. Four steps characterize this process. First, students must solve a case scenario individually and in writing by identifying key features, developing hypotheses, proposing basic mechanisms to explain symptoms, requesting additional clinical data to refine their hypotheses, and identifying learning issues. In step two, the same process is repeated at the group level and new information about the case is presented. Observers score the tutorial process. After a period of self-directed learning (step three), students take a written content exam (step four) that assesses the “top 10” learning issues derived from all groups’ answers that were previously posted on an electronic bulletin board. Interrater agreement was greater than 80%, and the 4SAT scores correlated well with scores derived from other objective instruments (r = .49).

The Universities of Newcastle59 and Linköping46 reported original assessment activities at the end of their curricula. Components of these examinations include self-assessment of one’s own learning (Medical Independent Learning Exercise), review of scientific papers, and presentation of a personal scientific work that is reviewed by student peers. This new examination was perceived as a positive experience because it was not merely the repetition of the types of examination used at the end of each semester and it tested other qualities. Furthermore, including mandatory scientific works and readings was thought to allow for the development of a science-based professional attitude.69 No study of reliability and validity was reported.

Tutor, peer, and self-assessment. Assessment of processes and attitudes during tutorial sessions is thought to embody PBL principles, and is the central focus of student assessment.8,28,32 Through regular contacts among students and tutors, a climate of mutual knowledge allows the tutor to effectively assess the development of clinical reasoning, self-directed learning, communication, internal motivation, critical thinking, and the ability to work effectively in a team. Although these methods address the major principles of PBL, they possess psychometric shortcomings81–83 that limit their use in high-stake decision making.

The majority of PBL schools report assessment during tutorials, but its purpose (summative or formative) is usually not obvious. When stated, the use of assessment during tutorials is variable. For example, the University of Maastricht does not use tutorial ratings in summative assessment because the roles of tutor–rater and tutor–teacher are considered to be incompatible.84 On the other hand, the University of Sherbrooke uses tutorial summative assessment systematically, and developed a comprehensive assessment instrument—the Tutotest. Here, items were generated through the critical incident technique. Tutors rated each student on a 10-point scale for 44 items representing four factors: effectiveness in the group, communication and leadership skills, scientific curiosity, and respect for colleagues. Reliability was high (Cronbach’s coefficient α = .98), the correlation coefficient with tutor global assessment was .64, and the correlation with students’ written examination was .39.85

Another method to evaluate students in their group is the Group Task exam developed at Newcastle University.86 In the first step, two tutors observe a group of students during their first tutorial, where they are given a problem to solve. Several dimensions (dynamic, organization, reasoning, and critical thinking) of the group process are assessed. Judgments are reported as satisfactory or unsatisfactory. Groups considered to be unsatisfactory are required to be re-assessed after a period of remediation. During a second step, after a 24-hour period of self-directed learning, each student is evaluated by an oral examination of the learning goals, resources used, and understanding of the problem. This assessment was used summatively in this institution. No study of reliability and validity was reported.

In summary, although psychometric properties of process-oriented instruments have still to be improved for high-stake decisions, these methods remain an essential component of a PBL assessment program taken as a whole. They are consistent with PBL philosophy, emphasize its educational objectives, and provide a positive steering effect on learning and useful education. Tutor, peer, and self-assessment develop the ability to give and receive feedback and to appraise one’s own needs, which are required in the daily activities of a physician. They also allow detection of potential interpersonal problems that would have remained unnoticed otherwise. Diverse variations of the TJ have been described and all have the merit to assess the different steps of the learning process in a PBL environment. The choice of a method for a specific institution may depend on the number and the availability of faculty members, as well as on the internal organization of the curriculum. The IPA may be suitable if resources are sufficient, whereas the 4SAT offers an interesting alternative allowing for its application to large groups.
Practical Skills

The assessment of clinical skills in PBL settings (history taking, physical examination, management, and communication skills) generally relies on the Objective Structured Clinical Examination (OSCE), an approach to test multiple components in one setting in which a variety of methods can be embedded. Typically, practical skills are assessed using SPs. The OSCE is organized in stations, each usually containing one type of tested activity (such as a focused interview or physical examination), a specific procedure, or a short assessment of diagnostic skills and patient management following an SP encounter. One rater per station may suffice, and this individual does not necessarily have to be a physician. Testing time should be at least 3 to 4 hr, and the length of one station may vary from 5 to 20 min. The use of more, shorter stations (typically 20 stations) is better than a few very long stations. Psychometric properties are acceptable if care is taken on test construction, methods to convert examinee behavior into appropriate scores, and test length.

An example of application and variation of skill assessment was reported by the University of Maastricht. At the end of each academic year, all students (including the 5th- and 6th-year students in clerkships) are required to take the Skills Test, similar to the OSCE. It consists of direct observation by faculty members of students’ technical or clinical skills through 12 stations of 10 to 30 min (a 2-hr exam). Observed skills are divided into four areas: social (interview), physical examination, laboratory, therapeutic. Observers (and sometimes co-observers) make their judgments with the help of a list of criteria (correct/incorrect/incomplete). Reliability and validity were considered satisfactory in Bouhuijs and colleagues’ study, given that the test relies completely on observation. The interrater reliability was .85, overall Cronbach’s coefficient alpha was greater than .90, and validity studies yielded “encouraging” findings. The Skills Test is, however, costly and requires long tests for psychometric reasons. Moreover, at this university, students’ skills are evaluated only once a year for 2 hr, which is minimal. For these reasons, a written test, the Knowledge Test of Skills, was developed and evaluated. This examination consists of 238 true–false items and was constructed as a PT. The questions may focus on the cognitive part of skills, such as the interpretation of a clinical finding, or on the procedure itself. A study by Van der Vleuten and others found reliability (generalizability coefficients .89–.95) and convergent validity (true correlation reaching .89) high enough to propose this test as a supplement to performance tests, with the benefits of helping to overcome test length and costs while providing more reliable composite information.

In summary, for practical skill assessment, the experience acquired with the OSCE makes it a valuable tool if care is taken in constructing tasks that reflect clinical practice. If test length and costs are difficult to overcome, the association of performance tests with a written assessment of knowledge of skills may represent an interesting alternative.

To have a sense of the global value of each reported instrument, we attributed rough ratings to six characteristics related to assessment methods used in PBL, which are summarized in Table 1. Because there are no data permitting the attribution of rigorous and comparable scores to each of these attributes, these individual ratings were given through partly subjective judgments based on the data from the literature. These ratings must be considered critically, because the quality of an individual test also depends on how it is constructed and on the general context of the assessment program. For psychometric descriptions, a “low” grade was attributed to coefficients of less than .25, “moderate” to coefficients ranging from .26 to .65, and “high” to coefficients of more than .65. As may be inferred from the wide range of instruments or set of instruments used by PBL medical schools and by the multiple attempts to develop methods measuring processes rather than outcomes, no single choice emerges as most dominant, and the triangulation of diverse methods is necessary to provide acceptable accuracy to high stake decisions. The use of SP-based tests with postencounter use of well-constructed MCQs or SAQs to test applied knowledge and problem solving is an attractive alternative that respects the principles of PBL and also provides sound psychometric properties. A structured approach of assessment during tutorials, such as the Tutotest, may also be of interest, but this remains to be confirmed.

The balance between process-oriented and outcome-oriented tools must be carefully evaluated. Relying mostly on process-oriented methods may respect PBL principles and have a positive influence on students’ learning, but their psychometric properties might limit their application in promotion decisions. On the other hand, the extensive use of outcome-oriented instruments, though psychometrically more sound, may jeopardize the spirit of PBL through a negative steering effect if they are poorly designed. A judicious use of various methods seems, therefore, necessary to take into account these different aspects and meet the objectives of every assessment. Moreover, even though the assessment methods have been evaluated individually, as discussed earlier, the value of each of them must be considered not only as an individual tool, but in the context of the integral educational strategy an assessment program offers. For example, within an assessment program, an unreliable assessment method may be accepted because of other important characteristics, such as positive steering effect on learning, and its weaker psychometric properties may be compensated by other instruments used in the program.

The way PBL is implemented into a curriculum may also influence the choice of assessment meth-
odds. For example, the potential need to compare a PBL track with a parallel conventional curriculum may lead to the use of more traditional methods. The type of problem-based curriculum also influences the choice of assessment instruments. When students have full responsibility for determining their own learning objectives (“open discovery”), the use of outcome-oriented instruments may be problematic, because each student will pursue a slightly different curriculum and have different learning objectives, as opposed to programs where the objectives are defined by the faculty (“guided discovery”).

The documentation of “reference performances” has been proposed to help in this respect. Criteria setting, scoring, grading, and reporting results.

Few medical schools reported in detail the way criteria are set, scoring is performed, grades are assigned, and results are reported. In PBL, knowing who has to set the criteria for each specific problem may be difficult, because there is rarely only one correct way to reason, and the learning objectives may vary among groups of students. This is especially true for process-oriented instruments. The documentation of “reference performances” has been proposed to help in this respect. The set of criteria for student performance may, for example, be drawn up from the performances of health professionals (physician, nurse, etc.) encountering the cases prepared for student assessment.

Although the use of Nedelsky and Ebel’s methods were respectively reported for MCQs and PAQs in a PBL setting, the way in which passing standards are set in the practice of medical PBL schools has still not been reported extensively. The description of score processes—criterion-referenced or norm-referenced—is also rarely reported, with few exceptions. Grading is usually based on a combination of information provided by tutors and tests. However, the role played by the tutor in making the judgment may vary. In some institutions, this role is central, whereas in other institutions, tutors are not involved in the summative process. Final results are reported in either a pass–fail or satisfactory–unsatisfactory format, and more rarely as a grade (letter or number).

For formative purposes, reports to students often include detailed individual scores and subscores by discipline, with a comparison of the scores of the whole class. To propose sounder educational recommendations, the University of Sherbrooke developed Student Longitudinal Performance Profiles, consisting of

---

**Table 1. Characteristics of Some Instruments Used in PBL Settings**

<table>
<thead>
<tr>
<th>Instrument Type</th>
<th>Reflects PBL Process</th>
<th>Reflects Medical Practice</th>
<th>Psychometric Properties</th>
<th>Costs</th>
<th>Faculty Time Needed</th>
<th>Ease to Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP-Based Tests With Post-Encounter</td>
<td>++</td>
<td>+++</td>
<td>+++^b</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>OSCE</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>MCQs, SAQs, EMI^b</td>
<td>+</td>
<td>+</td>
<td>+++</td>
<td>-</td>
<td>-</td>
<td>+++</td>
</tr>
<tr>
<td>PT</td>
<td>+</td>
<td>+</td>
<td>+++</td>
<td>-</td>
<td>-</td>
<td>+++</td>
</tr>
<tr>
<td>Tutotest^d</td>
<td>+++</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>MEQ</td>
<td>+</td>
<td>++(+)^</td>
<td>+++(+)^</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>Computer Simulation^d</td>
<td>++</td>
<td>++(+)</td>
<td>+(7)^</td>
<td>-</td>
<td>-</td>
<td>+++</td>
</tr>
<tr>
<td>CRTM^e</td>
<td>+</td>
<td>++(+)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>4SAT^14x</td>
<td>+++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>PAQs</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>IPA</td>
<td>+++</td>
<td>++(+)^</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>CRE</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>TJ</td>
<td>+++</td>
<td>++(+)^</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Tutor-, Self-, Peer Assessment</td>
<td>+++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Essays</td>
<td>++</td>
<td>++(+)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>PMP^g</td>
<td>+</td>
<td>++(+)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

*Note: PBL = problem-based learning; SP = standardized patient; OSCE = objective structured clinical examination; MCQ = multiple-choice question; SAQ = short answer question; EMI = extended matched items; PT = Progress Test; MEQ = modified essay question; CRTM = Clinical Reasoning Test module; 4SAT = four step assessment test; PAQ = problem-analysis question; IPA = individual process assessment; CRE = clinical reasoning exercise; TJ = triple jump; PMP = patient management problem. Plus signs mean advantages; minus signs mean disadvantages. ++ (-) = low; ++ (- -) = moderate; +++ (- - -) = high.*
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data matrices of progress on a yearly basis. These take into account the evolution of performances in time, as assessed through a variety of instruments. A satisfactory description of how PBL medical schools set criteria and standards and, score, grade, and report the results was clearly lacking in the reviewed papers. The potential heterogeneity of students’ learning objectives and the flexible nature of problem-solving processes make setting standards difficult, and more insight into this issue would be helpful. For grading purposes, methods of standardizing determination of a student’s profile for promotion decisions should be better developed and described. Following the progress of each student longitudinally would undoubtedly help with the interpretation of individual test results, where the score of each test would not merely be a “stand-alone” value, but one of the many pieces of the students’ overall academic profile. Although this centralization of students’ performances is theoretically easier in a PBL setting, where multidisciplinarity is emphasized, there is little evidence in the published literature that such follow up commonly occurs. Centralized databases are expected to help in drawing each student’s longitudinal characteristics, to make promotion decisions as fair as possible, and to allow appropriate remediation for small but repeated deficiencies, which might have been ignored if only considered individually.

### Frequency of Assessment

In essence, formative assessment must be continuous and include self-assessment as an integral part of the learning process. Summative assessment timing, however, should be carefully planned, because too many tests may induce negative steering effects and lead students to finally abandon their own learning goals to study the goals they expect to appear in the test. To test integration and application of knowledge, summative assessment should occur at intervals of some months and cover a set of different topics.

In the majority of PBL medical schools, tests occur at several stages, at the end of units or blocks, at the end of terms or semesters, and at the end of years or of phases. Many patterns and combinations can be found, however, depending on whether the tests are formative or summative and on what is tested (knowledge, skills, or attitudes). Some steps may be formative, whereas other are summative. For example, end-of-block tests at the University of Maastricht are formative, whereas quarterly PTs are summative. Some steps may be optionally formative or summative, as occurs at Northwest Center for Medical Education, Indiana, where a midterm MCQ test is optional, and its results can be kept or dropped by the student for the final grade. Occurrence of tests may depend on what they measure: every 4 weeks for summative tutorial assessments, two or three times a year for knowledge or skills, or even once a year for skills.

No uniformity in test timing arose from the reviewed papers, in part because of the diversity in curriculum organization and assessment instruments used. The lack of description of formative assessment prevents evaluation of its continuity. Additional research is needed to determine the best pace of summative assessment that would prevent the negative steering effect and preserve fair and thorough reflection of students’ abilities. In this respect, at least for the assessment of cognitive aspects, the PT may represent a useful alternative.

### Conclusion

One must first acknowledge the huge effort that is continually being made by many PBL medical schools to describe and publish their overall assessment plan and evaluate its accuracy. This review revealed essentially the absence of uniformity and consensus on many aspects of assessment, despite the existence of general practical recommendations. Because this work was not based on a survey of the assessment methods used at PBL medical schools but on a review of the published literature, it does not necessarily reflect what medical schools are doing currently. Instead, it reflects what the schools have studied and reported. This could account partially for the lack of uniformity perceived. Additionally, such uniformity may not be expected in the practical application of PBL principles, due to different curricular organization and diverse external pressures. Nevertheless, the following fields appear to deserve special attention: enhancement of formal continuous formative evaluation; use of the context of a working problem to assess knowledge and problem-solving skills; prevention of negative steering effects by the judicious choice of assessment content, instruments, and timing; and the implementation of a longitudinal and centralized student profile. Despite the large range of assessment methodologies used in PBL settings, no single choice emerges, and the triangulation of diverse instruments is required to obtain a fair judgment about students. Moreover, the choice of an instrument should depend not only on its individual properties, but also on the characteristics it may bring to the global instructional value of an assessment plan.

The following research topics surfaced as a result of this review. First, because this review does not necessarily represent the current practice in PBL medical schools (because it is based on published articles within a large space of time), a survey of PBL medical schools would be useful to obtain a cross-sectional picture of the present assessment characteristics. This would bring insight into the lack of uniformity and of
consensus across schools that was perceived in this work. Second, although formative assessment is one of the main principles of PBL, the actual influence of formal formative assessment on student outcomes is unclear, and its relative impact when associated with summative assessment still needs to be defined. Because many PBL medical schools seem to lack in formal formative assessment, as defined by Rolfe, a better determination of its importance is crucial to give this demanding process a chance to be implemented more extensively. Third, it appears that the assessment of problem-solving skills must occur in the context of a clinical problem, yet no unanimity exists on the methods to use. Many attempts have already been made to develop instruments reflecting the reasoning process, and future efforts should probably address the value of different combinations of existing instruments rather than the development of new methods. Fourth, because the heterogeneity of students’ learning objectives and the flexible nature of problem-solving processes make setting standards difficult, methods to standardize the determination of students’ profiles for promotion decisions should be better developed and described, and the value of centralization of students’ performances assessed. Finally, outcomes of PBL students are frequently measured and compared to “traditional” students. Yet, given the importance of the steering effect of assessment on students’ learning, comparing diverse instructional methods without taking into account the assessment plans used may lead to actually comparing the impact of assessment methods rather than instructional methods. Any future study comparing instructional methods should, therefore, also consider the facets of assessment, the influence of which extends to every aspect of the curriculum.
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