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A taxonomy of 31 multiple-choice item-writing guidelines was validated through a
logical process that included two sources of evidence: the consensus achieved from
reviewing what was found in 27 textbooks on educational testing and the results of 27
research studies and reviews published since 1990. This taxonomy is mainly in-
tended for classroom assessment. Because textbooks have potential to educate teach-
ers and future teachers, textbook writers are encouraged to consider these findings in
future editions of their textbooks. This taxonomy may also have usefulness for devel-
oping test items for large-scale assessments. Finally, research on multiple-choice
item writing is discussed both from substantive and methodological viewpoints.

Critics have often noted that item writing is an immature science (Cronbach, 1970;
Haladyna, 1999; Nitko, 1985; Roid & Haladyna, 1982). These critics described
item writing as a loosely organized set of guidelines mainly transmitted via text-
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books. The authors of these textbooks are testing specialists who based their ad-
vice on personal experience, wisdom, and limited empirical research. Haladyna
and Downing (1989a) examined 46 measurement textbook passages dealing with
how to write multiple choice items. They produced a set of 43 item-writing guide-
lines. They found that some guidelines had a strong consensus from these testing
specialists. Some guidelines were given lesser attention. Several guidelines were
controversial. Coverage of these guidelines in these books varied from very com-
prehensive to very limited. Commonly, authors did not logically or empirically
justify the guidelines they presented.

In a second, complementary study, Haladyna and Downing (1989b) evaluated
the results of 93 empirical studies bearing on these guidelines. They found that
most of these studies addressed about half the guidelines with the other half un-
studied. We might argue that many of these unresearched guidelines were common
sense that did not justify research. For example, consider the guideline: “Use novel
material to test higher level learning.” Most educators place a great value on teach-
ing and testing higher level thinking. Thus, this item-writing guideline may be a
consensus value among testing specialists without the need for research.

One of these 43 item-writing guidelines concerns the use of various multi-
ple-choice (MC) item formats, which can vary considerably in structure and cogni-
tive demand (Haladyna, 1999; Martinez,1999). Several important systematic re-
views were done to examine the usefulness of these MC item formats (Albanese,
1993; Downing, 1992; Frisbie, 1992; Haladyna, 1992a, 1992b). Since the appear-
ance of these earlier reviews, new research also bears on the validity of using many
of these MC formats. These earlier reviews of the effectiveness of various MC item
formats suggested that some formats are less desirable than others. However, there
has been no systematic study of what writers of measurement textbooks advocate
with respect to MC item formats.

Classroom assessment is changing. Most measurement textbooks cited in Ap-
pendix A advocate a varied approach to classroom assessments that recognizes
the need to teach and assess knowledge, skills, and abilities. Perceived
overreliance on the MC format to measure the recall of knowledge instead of
higher level learning has resulted in disenchantment with MC testing. A natural
aftermath is the increasing use of performance testing that seems better suited
for testing complex mental abilities like writing and mathematical problem solv-
ing. The standards-based movement has also promoted an approach to teaching
and testing in which we recommend a greater variety of assessment approaches.
Despite the increased emphasis on performance testing, the MC format contin-
ues to play an important role in classroom and large-scale assessments, and this
importance is evident in all 27 textbooks on educational measurement reviewed
for this study.

Studies by Crooks (1988) and Stiggins, Griswold, and Wikelund (1989)
showed that teachers have a difficult time assessing complex abilities, such as writ-
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ing or mathematical problem solving. Although we emphasize developing these
complex abilities in students, we lack the technology of test-item writing for as-
sessing these complex abilities. Therefore, we need better item formats and clear,
valid guidelines to help us write test items to better assess complex student
learning.

The setting for this study is classroom assessment, which is also the setting for
the measurement textbooks featured in this study and listed in Appendix A. How-
ever, we see implications of this study for large-scale assessment programs, which
may involve promotion, graduation, certification, licensure, training, or program
evaluation.

This study examines and evaluates two sources of evidence bearing on the va-
lidity of 31 MC item-writing guidelines intended for teachers and others who write
test items to measure student learning. These two sources are measurement text-
books and research. One of these guidelines addresses the validity of using differ-
ent types of MC item formats. So a separate part of this article deals with textbook
endorsements and use of these formats in these textbooks and research on the va-
lidity of each MC format. The specific question driving this study was: What is the
validity of using each MC item-writing guideline?

METHOD

The original taxonomy proposed by Haladyna and Downing (1989a) was reorga-
nized while conducting this study. This revised taxonomy appears in Table 1. We
intended the changes to help users better understand each guideline in its context.
For example, eight guidelines are provided in Content Concerns; two guidelines
were listed under Formatting Concerns; three guidelines were listed under Style
Concerns; four guidelines were listed under Writing the Stem; and fourteen guide-
lines are presented in Writing the Choices with six variations for Guideline 28,
which deals with providing clues to the right answer.

Our strategy for validating each guideline was to consider two sources of evi-
dence. The first source was the collective opinions of textbook authors. The second
source was empirical research. We made our collective judgment about the validity
of each guideline after considering both sources of evidence.

Textbook Review

Two of the coauthors were randomly assigned to read each passage identified in
Appendix A bearing on writing MC items. Each coauthor classified whether each
guideline was cited and supported, cited and not supported, or not cited. The page
number on which the guideline was cited or applied was noted. This method is es-
sentially the same used by Haladyna and Downing (1989a). In instances in which
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TABLE 1
A Revised Taxonomy of Multiple-Choice (MC) Item-Writing Guidelines

Content concerns
1. Every item should reflect specific content and a single specific mental behavior, as called for in

test specifications (two-way grid, test blueprint).
2. Base each item on important content to learn; avoid trivial content.
3. Use novel material to test higher level learning. Paraphrase textbook language or language used

during instruction when used in a test item to avoid testing for simply recall.
4. Keep the content of each item independent from content of other items on the test.
5. Avoid over specific and over general content when writing MC items.
6. Avoid opinion-based items.
7. Avoid trick items.
8. Keep vocabulary simple for the group of students being tested.

Formatting concerns
9. Use the question, completion, and best answer versions of the conventional MC, the alternate

choice, true-false (TF), multiple true-false (MTF), matching, and the context-dependent item
and item set formats, but AVOID the complex MC (Type K) format.

10. Format the item vertically instead of horizontally.

Style concerns
11. Edit and proof items.
12. Use correct grammar, punctuation, capitalization, and spelling.
13. Minimize the amount of reading in each item.

Writing the stem
14. Ensure that the directions in the stem are very clear.
15. Include the central idea in the stem instead of the choices.
16. Avoid window dressing (excessive verbiage).
17. Word the stem positively, avoid negatives such as NOT or EXCEPT. If negative words are used,

use the word cautiously and always ensure that the word appears capitalized and boldface.

Writing the choices
18. Develop as many effective choices as you can, but research suggests three is adequate.
19. Make sure that only one of these choices is the right answer.
20. Vary the location of the right answer according to the number of choices.
21. Place choices in logical or numerical order.
22. Keep choices independent; choices should not be overlapping.
23. Keep choices homogeneous in content and grammatical structure.
24. Keep the length of choices about equal.
25. None-of-the-above should be used carefully.
26. Avoid All-of-the-above.
27. Phrase choices positively; avoid negatives such as NOT.
28. Avoid giving clues to the right answer, such as

a. Specific determiners including always, never, completely, and absolutely.
b. Clang associations, choices identical to or resembling words in the stem.
c. Grammatical inconsistencies that cue the test-taker to the correct choice.
d. Conspicuous correct choice.
e. Pairs or triplets of options that clue the test-taker to the correct choice.
f. Blatantly absurd, ridiculous options.

29. Make all distractors plausible.
30. Use typical errors of students to write your distractors.
31. Use humor if it is compatible with the teacher and the learning environment.



two reviewers disagreed on a guideline citation, Haladyna noted the page reference
and reread that page for a decision. In each instance of a disagreement, consensus
was achieved through this process.

Research Studies

We reviewed studies published from 1990 to the present, picking up where the
Haladyna and Downing (1989b) review ended. The studies reported here came
from conference proceedings, review of electronic databases of educational and
psychological articles, and references provided by each article identified. The 19
studies that evaluated differences in item and test statistics for different formats
were narrowly focused in subject matter and age of examinees. Studies included
tests given to medical, dental, and nursing students; a selection test for entry-level
police officers; tests in psychology and communications undergraduate courses; a
biology test, the American College Testing (ACT) Assessment, and a science test
for middle school students. Several of these empirical studies addressed more than
one guideline. Four review articles were published bearing on these guidelines. All
studies are listed in Appendix B.

MC Item Formats

Guideline 9 concerned the validity of seven MC item formats. The same procedure
was used. We identified formats as supported, not supported, or uncited in the text-
books reviewed. With instances of disagreement between two reviewers, Haladyna
adjudicated.

Judgments About Validity of Each MC Format

Each of the 31 item-writing guidelines was subjected to the same validation proce-
dure. We evaluated and classified the authors’ treatments of each guideline as cited
and supported, cited and not supported, or not cited. The MC item formats were
treated the same way. We reviewed research on each guideline. The summative
judgment by Haladyna, Downing, and Rodriguez for each guideline was based on
these two sources of evidence. The validity of any guideline may change depend-
ing on a new, compelling, logical argument and the collective old and new evi-
dence bearing on this argument.

WHAT IS THE VALIDITY OF EACH
ITEM-WRITING GUIDELINE?

Table 2 presents a summary of our tabulations for 31 guidelines. Guideline 10,
which deals with the validity of various MC item formats, was omitted because it is
treated separately in another section.
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Unanimous Author Endorsements

Although the number of guideline citations ranged considerably among textbooks,
nearly all guidelines received unanimous endorsements when they were cited.
These unanimously endorsed guidelines are 1–8, 11–16, 19–24, and 27–30. The
percentage of textbooks citing and endorsing these guidelines ranges from 15%
(5—Avoid overly specific/general content) to 100% (15—Central idea in the
stem). About 47% of these guidelines were cited in more than 70% of these text-
books, suggesting that we have a common core of MC item-writing guidelines. In
this section we discuss guidelines in which disagreement exists or empirical evi-
dence exists that bears on the validity of the guideline or both.
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TABLE 2
Frequency of Citation for Each Item-Writing Guideline

Guideline For (%) Uncited (%) Against (%)

1. Singe content and behavior 74 26 0
2. Important, not trivial content 78 22 0
3. Use novel material 85 15 0
4. Keep items independent 48 52 0
5. Avoid over specific/general 15 85 0
6. Avoid opinions 26 74 0
7. Avoid trick items 67 33 0
8. Simple vocabulary 70 30 0
9. Format vertically 37 52 11

11. Edit and proof 33 67 0
12. Correct grammar 52 48 0
13. Minimize reading 67 33 0
14. Clear directions 82 18 0
15. Central idea in stem 100 0 0
16. Avoid window dressing 52 48 0
17. Use positive, no negatives 63 19 18
18. Write as many plausible distractors as you can 70 26 4
19. One right answer 70 30 0
20. Vary location of right answer 52 48 0
21. Logical/numerical order 67 33 0
22. Choices not overlapping 30 70 0
23. Choices homogeneous 67 33 0
24. Choice length equal 85 15 0
25. Use carefully None of the above 44 7 48
26. Avoid All of the above 70 7 22
27. Avoid NOT in choices 70 30 0
28. Avoid clues 96 4 0
29. Make distractors plausible 96 4 0
30. Use common errors of students 70 30 0
31. Use humor sparingly 0 85 15



Avoid Trick Items

Although this guideline is unanimously endorsed by textbook authors, Roberts
(1993) provided some empirical evidence for this guideline’s validity. He did a
comprehensive review of this topic and completed the only known study on trick
items. He asked 174 students and 41 faculty members what they thought consti-
tuted a trick test item. Overwhelmingly, respondents believed that trick items
were deliberately used on tests to deceive students. The defining characteristics
of trick items, in order of prevalence, included intention, trivial content, too fine
answer discrimination, stems with window dressing, multiple correct answers,
content presented opposite from instruction, and high ambiguity. Conventional
MC item formats were most likely to be a trick item (48% of the respondents)
rather than true-false (TF), matching, essay, or short-answer items. When 13
trick items were written with 12 nontrick items in an introductory statistics test,
students were not able to differentiate between the two. However, trick items
were more difficult than were nontrick items, lending some credibility to their
trickiness.

We should obviously avoid trick items. Roberts (1993) concluded that textbook
authors do not give trick items much coverage, owing perhaps to the fact that trick
items are not well defined and examples of trick items are not commonplace. His
conclusion is consistent with results reported in Table 2 showing that 33% of the
textbooks failed to mention trick items. Another good point is that the accusation
of trick items on a test may be an excuse by students who lack knowledge and do
poorly on a test. We continue to support the idea that trick items should never be
used in any test and recommend that the basis for teaching about trick items be
consistent with Roberts’s findings.

Simple Vocabulary

The achievement construct being measured can be affected by the reading demand
placed on the student by the item. Difficult vocabulary places some students at
risk. Of the textbooks discussing the vocabulary of MC items, all agree that vocab-
ulary should be appropriate for students being tested. Abedi, Lord, Hofstetter, and
Baker (2000) have experimented with simplified language in MC items with prom-
ising results for English language learners, supporting Guidelines 12 and 13. The
team that developed the Standards for Educational and Psychological Testing
(American Educational Research Association, American Psychological Associa-
tion, & National Council on Measurement in Education, 1999) has dedicated an
entire chapter to the problem of testing English language learners. Simplified lan-
guage is an effective way to reduce the influence of reading ability, a source of con-
struct-irrelevant variance when the achievement test is intended to measure some-
thing else. So we continue to support this guideline.
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Format Vertically, not Horizontally

Published tests are usually vertically formatted for easy reading, with the stem and
options following in a column. Two-column printing is also very common in pub-
lished tests along with vertical presentation of items because test takers can more
easily read items appearing this way. Also, the presentation of items is more com-
pact. For the sake of saving space in a measurement textbook, some publishers
may inadvertently format items horizontally. Sometimes, authors seem to favor
this format. Also, we have no research evidence to argue that horizontal formatting
might affect student performance. Nonetheless, we side with the authors who for-
mat their items vertically. Textbook publishers may want to conserve on space
when printing these books, but they do not do a service here to the quality of the ap-
pearance of MC tests.

Put the Central Idea in the Stem

All textbook authors believe that we should state the central idea of the test item in
the stem. The key item-writing fault that violates Guideline 15 is the unfocused
stem:

Validity

A. Should refer to tests not to test scores.
B. Bears on the interpretation or use of a test score.
C. Is as important as reliability.

Downing, Dawson-Saunders, Case, and Powell (1991) evaluated the effects of
unfocused stems. They reported no significant differences in difficulty or discrimi-
nation, although the effects were compounded with the simultaneous use of heter-
ogeneous options. They suggested that students studying for a profession, such as
medicine, have enough experience with MC items that may ameliorate effects of
poor item writing. We continue to support this guideline and argue that unfocused
stems should be avoided.

Use Positives, not Negatives, in the Stem

The survey of authors’ treatments of MC item writing shows that 63% support
this guideline, and 19% think using negatives is all right, with another 19% not
discussing this guideline. Three of the four researchers found no difference in
item difficulty due to the use of negatively worded stems (Downing et al., 1991;
Rachor & Gray, 1996; Tamir, 1993). Harasym, Price, Brant, Violato, and
Lorscheider (1992) found negatively worded stems to be less difficult, although
this result was inconsistent and less important than item content and format (sin-
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gle- vs. multiple-response MC items). However, Tamir found that for items writ-
ten at a higher cognitive level, negation made items significantly more difficult.
Rachor and Gray and Downing et al. found no difference in discrimination.
Downing et al. and Harasym et al. reported no significant change in reliability
due to stem orientation.

Harasym et al. (1992) recommended the use of the multiple true-false (MTF;
see Table 3) format instead of negatively worded single-response items in their
evaluation of medical education tests. This result was subsequently reinforced in a
later direct comparison of single-response negatively worded items and corre-
sponding multiple-response positively worded items (Harasym, Doran, Brant, &
Lorscheider, 1993).

The use of negatively worded items should be done with caution, when neces-
sary to measure a relevant objective (e.g., what to avoid or what is not true), and
with the negative term highlighted in some way. Under most circumstances, we
suggest that a stem should be worded positively, but if a stem must contain a nega-
tive term, it should appear in capital letters and boldface.

Write as Many Plausible Distractors as You Can

Textbook authors are somewhat divided. Most like the idea of writing as many
plausible distractors as possible, and a few textbooks emphasize four options,
which may be a standard in the testing industry. Surprisingly, some textbooks do
not mention the desirable number of options.

The desirable number of options for a MC test item has been an issue of consid-
erable interest to researchers. In fact, this guideline has received the most empirical
study among all other guidelines. Seven research studies of the number of options
were reported since 1989. Results regarding the effect on difficulty of MC items as
a function of the number of options were mixed. Five recent studies found that de-
creasing the number of options results in decreases in difficulty (Landrum, Cashin,
& Theis, 1993; Rogers & Harley, 1999; Sidick, Barrett, & Doverspike, 1994;
Trevisan, Sax, & Michael, 1991, 1994), whereas two others found increases in dif-
ficulty (Cizek & Rachor, 1995; Crehan, Haladyna, & Brewer, 1993). Cizek and
Rachor also found an increase in discrimination with a decrease in number of op-
tions, whereas Crehan et al. found no change in discrimination. Results on reliabil-
ity were in opposition to most previous results. Trevisan et al. (1994) and Sidick et
al. reported an increase in reliability with fewer options, although Trevisan et al.
(1994) reported no difference. Trevisan et al. (1991) and Rogers and Harley were
the only ones to evaluate a decrease in criterion-related validity evidence with
fewer options. Andrés and Castillo (1990) and Bruno and Dirkzwager (1995) also
supported earlier theoretical work supporting the utility of three-option items in
terms of information obtained.
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Haladyna and Downing (1993) evaluated the distractors from four standardized
MC tests. They found that about two thirds of all items had one or two effectively
performing distractors, with between 1% and 8% of all items having three effective
distractors. Although no relation existed between the number of effective dis-
tractors and item difficulty, items with more effective distractors were more
discriminating. Overall, the modal number of effective distractors per item
was one.

We support the current guideline, but we also think that three options are suffi-
cient in most instances. The effort of developing that fourth option (the third
plausible distractor) is probably not worth it. If the use of four options is pre-
ferred, empirical research has established that it is very unlikely that item writers
can write three distractors that have item response patterns consistent with the
idea of plausibility.

Place Options in Logical or Numerical Order

This guideline is unanimously supported in textbooks. Not only is it logical to
place options in logical or numerical order, but it improves the appearance of the
test. Huntley and Welch (1993) evaluated performance of 32 mathematics items
during an ACT Assessment pretest session in which items were written in two
formats: (a) distractors in ascending or descending (logical) order and (b)
distractors in random order. Although no differences in average item difficulty
were noted, discrimination was higher among items with randomly ordered
distractors. They concluded that random ordering of options may pose obstacles
for lower ability students (based on performance on the ACT Assessment mathe-
matics test that was administered at the same time as the experimental pretest
items). These researchers supported logical or numerical ordering of options,
and we agree with them.

Keep Options Homogeneous in Content
and Grammatical Structure

Like other guidelines, the idea is to make options homogeneous to focus the stu-
dent on the main idea of the test item better and to improve discrimination of the
item. This guideline received unanimous endorsement in 67% of these textbooks,
with 33% of these textbooks not mentioning this guideline. Downing et al. (1991)
also investigated the use of homogenous versus heterogeneous options, again si-
multaneously with the use of focused versus unfocused stems in exams used by the
National Board of Medical Examiners. No significant differences were found in
difficulty or discrimination. Although empirical evidence is lacking, the high de-
gree of consensus among authors favors the continued use of this guideline.
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None of the Above Should Be Used Carefully

Authors have split their support for this guideline. Although 44% agree with this
guideline, 48% believe that none of the above (NOTA) should not be used. All
five research studies investigating NOTA reported that its use increased item dif-
ficulty (Crehan & Haladyna, 1991; Crehan et al., 1993; Frary, 1991; Kolstad &
Kolstad, 1991; Rich & Johanson, 1990). Three of the four who evaluated dis-
crimination reported no difference (Crehan & Haladyna, 1991; Crehan et al.,
1993; Frary, 1991), whereas Rich and Johanson reported an increase in discrimi-
nation due to NOTA. Kolstad and Kolstad and Rich and Johanson found no
change in reliability.

Frary (1991) suggested that cautious use of NOTA could be compatible with
good classroom testing when consistent with instructional objectives and when
items would otherwise be too easy. Likewise, Kolstad and Kolstad (1991) sug-
gested item writers keep an open mind regarding NOTA and that it be restricted to
“items that can logically include one correct option only” (p. 162). Similarly, Rich
and Johanson (1990) found improvement in discrimination and difficulty that ap-
proached optimal levels with the use of NOTA.

Gross (1994) argued for logical rather than empirical guidelines for item writ-
ing, particularly regarding the use of NOTA. He suggested “any stem or option for-
mat that by design diminishes an item’s ability to distinguish between candidates
with full versus misinformation, should not be used” (p. 125). This idea is not new.
Although Ebel (1951) addressed this danger when using NOTA, he also suggested
that occasional use of NOTA in items in which the possible incorrect responses are
relatively few is appropriate.

Given recent results and these arguments, NOTA should remain an option in
the item-writer’s toolbox, as long as its use is appropriately considered. How-
ever, given the complexity of its effects, NOTA should generally be avoided by
novice item writers.

Avoid All of the Above

Most textbook authors (70%) support the all of the above (AOTA) guideline, but
7% did not cite it, and the remaining textbooks supported the use of AOTA.
Harasym, Leong, Violato, Brant, and Lorscheider (1998) compared items written
in single-response format with the AOTA option as correct with identical items
written in MTF format. MTF items were far more difficult than the corresponding
single-response AOTA items. Most examinees selected at least two options in the
MTF format, whereas nearly all selected AOTA when it was presented. Haraysm et
al. suggested that this was due to cuing. Reliability was significantly reduced with
the AOTA items, supporting the avoidance of AOTA. We continue to support this
guideline to avoid AOTA.
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Use Humor Sparingly

A significant review and study of humor in items was done by McMorris,
Boothroyd, and Pietrangelo (1997). They defined humor, identified types of hu-
mor, considered purposes of humor in testing, and then reviewed the research on
humor in testing. Whereas some studies they cited also appeared in the Haladyna
and Downing (1989b) review, McMorris et al. concluded that humor is probably
a good thing for classroom assessment. Based on the results of their study and
the studies cited, we concur that humor is probably a good thing for classroom
assessment but only if the overall good exceeds any bad that might come from
the use of humor. Humor might be used in the classroom if it reflects the charac-
ter of the teacher and is compatible with the learning environment of the class.
However, in formal testing programs with a high-stakes consequence, such as
with graduation, promotion, certification, and licensing, humor should probably
not be used.

GUIDELINE 9: THE VALIDITY OF SEVEN
MULTIPLE-CHOICE ITEM FORMATS

Table 3 presents seven MC formats that have been used in textbooks and are
the subject of research. As noted in Table 1 in Guideline 9, only the complex
MC format was not recommended for classroom assessment. All other formats
are recommended. This section provides the validity evidence that led to
Guideline 9.

Table 4 summarizes the use of these seven formats in the 27 textbooks that we
reviewed. In addition to the authors’ endorsements of formats, we also evaluated
the few studies we found bearing on the use of each format.

Conventional Multiple Choice

The first of these seven formats is the very familiar conventional MC, which is
widely used in achievement tests at all levels and with most types of content. All
textbooks recommend this format, and all test publishers use the conventional
MC item format in their standardized tests. This is truly the quintessential MC
format.

Two common conventional MC variations are the question stem and the com-
pletion stem. An issue with the use of conventional MC is whether we should state
the stem as a question or as part of a sentence, with the options completing the sen-
tence. Haladyna and Downing (1989a) presented an argument supporting the ques-
tion format based on an essay by Statman (1988). Three authors studied the issue
of whether to write the stem as a complete question or a statement that is completed
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TABLE 3
Multiple-Choice (MC) Item Formats

Conventional MC
Which of the following most clearly defines the process of pollination?

A. The joining of egg and sperm cells.
B. The transfer of pollen grains to the pistil.
C. Food is broken down and energy is released.

Alternate-Choice
Which of the following would most effectively slow down the process of respiration in plants?

A. Cold weather
B. Stormy weather

True-False
The capital of Uruguay is Montevideo.

Multiple True-False
You are an expert organic farmer. You know the secrets of growing strong, healthy plants. Which of

the following would describe your farming practices? (Mark A if true, B if false.)
1. When you plant some beans you make certain that the beans will be well shaded to receive

little to no light.
2. When you plant your seeds you make sure to water them and continue to keep the soil moist.
3. You plant your seeds only when the temperature is appropriate.
4. Because you know how pollination occurs, you spray your crops with insecticides to prevent

bees and other insects from harming your crops.

Matching
Match each term on the right with the description on the left.

1. Attracts bees A. Pollen grains
2. Produces pollen grains B. Petals
3. Houses the egg cells C. Flower
4. Seeds are formed D. Stamen
5. Contains the ovary E. Ovary

F. Pistil

Complex MC
Which of the following are fruits?

1. Tomatoes
2. Tomatillos
3. Habanero peppers

A. 1 & 2
B. 2 & 3
C. 1 & 3
D. 1, 2, & 3

(continued)



by the options. All three found no differences in discrimination between the two
formats (Crehan & Haladyna, 1991; Eisley, 1990; Rachor & Gray, 1996). Only
Eisley found a difference in difficulty, in which items with stems written as com-
plete questions were more difficult. Eisley also evaluated reliability and found no
difference. On the basis of textbook discussions on conventional MC items and
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TABLE 4
Types of Multiple-Choice (MC) Formats and Frequence

of Citation in 27 Recent Textbooks

Format Description % Cited

Conventional MC Stem and 3 to 5 options 100
Alternate-choice Stem and 2 options 11
Matching 3 to 12 options preceding a group of stems 100
Multiple true-false (MTF) Stem with 3 to 30 options. Each option is

evaluated in terms of its truthfulness
37

True-false Declarative statement evaluated in terms of
its truthfulness

100

Context-dependent item, including the
item set (testlet)

A stimulus following by one or more items.
Responding to each item is dependent
upon the stimulus material. The MTF is
actually a unique type of item set

70

Complex MC A stem followed by choices that are
grouped into sets for test-takers to choose

31

TABLE 3 (Continued)

Context-Dependent Item Set
Imagine you are a delegate from Massachusetts to the Constitutional Convention. You have been

authorized to act on behalf of your state.
1. You would most likely approve of the

A. New Jersey Plan.
B. Virginia Plan.

2. You would oppose the three-fifths compromise because
A. Your state, as a rule, is strongly abolitionist.
B. You will be grossly outrepresented in Congress by northern states.
C. You want only a single representative house.

3. You support the suggestion that Congress tax
A. Imports.
B. Exports.

4. Because of your state’s experience with Shays’ Rebellion, you feel
A. Farmers should not have to carry the tax burden for townspeople.
B. Native Americans must be pacified before there can be peace.
C. Tories ought to pay reparations.



these research findings, it would seem that item writers should use either the ques-
tion format or the sentence-completion format. However, we prefer the question
format over the sentence-completion format for its directness in getting to the cen-
tral idea of the test item.

Alternate-Choice

The alternate-choice (AC) is essentially a two-option MC item. Ebel (1982) pro-
ducedastrongargument forwhytheACshouldbeused.TheACiseasier towriteand
administer, and it can be used to test a variety of content and cognitive behaviors. In a
theoretical article by Lord (1977), the logical argument for the AC format was that
most moderate- or high-performing students typically narrow their choices of plau-
sibleoptions to two.AreviewbyDowning(1992) summarizedempirical support for
this format. A study by Haladyna and Downing (1993) showed that most items natu-
rally are AC when nonfunctioning distractors are eliminated. The limitation im-
posed by guessing is not a serious one. We can adjust standards for interpreting AC
item responses to consider the fact that 50% is a lower bound for performance on AC
items. If the test is long enough, guessing has little influence. Textbooks seldom
mention this format (11%). Because the AC item is easier to write and may perform
as well as conventional MC, the use of the AC format seems very desirable from the
item writer’s standpoint. So we endorse this item format.

True-False

The True-False (TF) format is very popular. TF items are also referred to as AC
(Osterhof, 1999), two-choice (Gallagher, 1998), and binary choice (McMillan,
2001). A slight variation of the TF is when a statement is given and the student
chooses an answer from yes or no, right or wrong, correct or incorrect, fact or opin-
ion, or any other bipolar set of terms that can be keyed right or wrong. The TF for-
mat has one thing in common with AC, but the two have distinctly different anato-
mies. Grosse and Wright (1985) detected response styles that influenced student
scores among other difficulties with this format. Haladyna (1999) and Downing
(1992) also reviewed the accumulating research evidence and found problems with
the use of TF items that have not yet been resolved. Frisbie and Becker (1991) pro-
vide a very comprehensive review of research on TF items. One of the most com-
prehensive treatments of TF item writing can be found in Ebel and Frisbie (1991).
Nonetheless, this format continues to survive in classroom testing, as any textbook
listed in Appendix A will attest.

Multiple True-False

As noted previously, the MTF is an unusual format that has some very positive
characteristics (Frisbie, 1992; Frisbie & Sweeney, 1982). This format is a hybrid
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MC and TF. Choices follow a leading question or scenario, and the examinee eval-
uates each choice as true or false, as shown in Table 3. Such items are easier to
write than conventional MC. Guessing may be a problem, but with a set of 30 MTF
items, the influence of guessing can be reduced, as it is with an equal number of TF
and AC items.

Downing, Baranowski, Grosso, and Norcini (1995) found that MTF items
produced more reliable scores. They also found that the type of cognitive behav-
ior exhibited in MTF scores was lower level than found in conventional MC
items.

Matching

The matching format requires a set of options followed by a set of matching stems
(statements, questions, or phrases). All textbooks cited in Appendix A leave no
doubt that good matching items can be developed. However, this format has no re-
ported research on its effectiveness, unlike all other formats shown in Table 3. The
matching format is not often used in published standardized achievement tests.
Given the good account of matching items in all textbooks, we continue to recom-
mend this format for classroom assessment but hesitate to recommend it for
high-stakes testing until research supports its use.

The Complex Multiple Choice (Type K)

Considering the complex MC, 10 textbook passages (37%) mentioned this for-
mat. Of these 10 references, 6 opposed this format, 3 supported it, and 1 gave a
mixed endorsement. The MTF format is a replacement for the complex MC,
having received some favorable research support in comparison studies
(Downing et al., 1995; Frisbie, 1992). In a review of research by Albanese
(1993), the complex MC fared poorly. Nnodim (1992) suggested that complex
MC items were more difficult than conventional MC items but with no differ-
ence in discrimination in human anatomy tests given to medical students. The
complex MC is also longer than most other MC formats and requires more ad-
ministration time, rendering it less efficient than other MC formats. As a result
of these discussions of the complex MC and the research studies, this format is
not recommended for use.

The Context-Dependent Item and Item Set

The context-dependent item format usually has a scenario, vignette, table, chart,
graph, reading passage, or other visual material followed by a single item. Of the
textbooks reviewed, 70% show this format and discuss its usefulness for measur-
ing types of higher level thinking such as mathematical problem solving and criti-
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cal thinking. The examples provided in these books are exemplary of the variety
that exists with this format. The context-dependent item takes up considerable
space in a test and requires a longer administration time, two very limiting factors
for arguing its use.

An important variation of the context-dependent item format is the item set
(Haladyna, 1992a, 1992b). Of the 19 textbooks discussing context-dependent
items, 14 gave examples of the item set. Item sets have many other names, includ-
ing testlets, interpretive exercises, context-dependent item sets, and superitems.
The value of the item set may be its ability to test the application of knowledge and
skills to a more complex set of behaviors, such as mathematical problem-solving
ability, reading comprehension, writing skills (through the interlinear form), and
with a stimulus material, such as a picture, chart, graph, or vignette (Haladyna,
1999). Few authors mentioned the local dependence problem with scoring (Hala-
dyna, 1992a). An answer to one item in the item set may affect how one answers
other items in that set. No authors used the term testlet, even though test analysts
regularly refer to item sets as testlets (e.g., Wainer & Kiely, 1987). Worthen,
White, Fan, and Sudweeks (1998) provide one of the best discussions of item sets
among these textbooks. Linn and Gronlund (2000) also have a good section on
context-dependent item sets. We are enthusiastic about the use of item sets for
measuring many important types of student learning. The item set format is in-
creasingly being used in large-scale assessments due to its ability to simulate
thought processes of a multistep nature that an extended performance test item
might measure with greater fidelity.

CONCLUSIONS

About the Guidelines (Excluding Guideline 9)

Textbook consensus and research studies have provided validity evidence support-
ing the use of most of the MC item-writing guidelines listed in Table 1. These
guidelines do not have equal degrees of evidence supporting their use. All guide-
lines are subject to future validation studies, as our understanding of the technol-
ogy of MC item writing continues to develop and new research provides more in-
sight into the validity of each guideline.

About Multiple-Choice Formats (Guideline 9)

The conventional MC, TF, and matching formats are the mainstays of classroom
assessment. The context-dependent item seems well established for measuring dif-
ferent types of higher level thinking but with known limitations of having a longer
time for development and longer administration time. The context-dependent item
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set has greater potential for efficiency than the single stand-alone format, but item
responses are dependent, which may lead to an overestimate of reliability. The AC
and MTF seem much neglected in these textbooks. Research supports the use of
both MC formats. The complex MC should not be used for many good reasons of-
fered in this research report.

IMPLICATIONS OF THIS STUDY FOR CLASSROOM
AND LARGE-SCALE ASSESSMENT PROGRAMS

Those who will write future measurement textbooks or who teach in teacher-prep-
aration programs or do MC item-writing training have an empirically validated set
of guidelines to apply. Educational reform continues to emphasize the use of con-
tent standards both for classroom assessment and high-stakes test score uses. Test
items need to be linked to content standards both in our classroom assessments and
in our high-stakes tests. Instruction should link to these assessments so that stu-
dents learn and perform according to expectations. The use of a toolbox full of val-
idated item-writing guidelines and MC item formats serve items writers well, par-
ticularly teachers who traditionally have had difficulty writing items measuring
complex student learning.

Large-scale assessment programs tend to have high standards for item develop-
ment and employ guidelines consistently. These programs will probably continue
to depend on conventional MC and context-dependent item sets as they have in the
past. TF and matching formats are unlikely to be used in these assessment pro-
grams. Although research suggests that MTF and AC have promising properties to
recommend their use, they too are unlikely to be used, perhaps because testing pro-
grams tend to be conservative in their use of item formats. The complex MC should
not be used.

IMPLICATONS OF THIS STUDY FOR RESEARCH
ON ITEM WRITING

In this final section, we discuss (a) the current proposed taxonomy of item-writing
guidelines, (b) the need for validated item-writing theories and related technolo-
gies for item writing, (c) the need for a validated taxonomy of cognitive behavior
that we can use in item-writing research, and (d) systematic research on item for-
mats that provides better guidelines for when we should use MC and con-
structed-response formats. This final section speculates about how to move MC
item-writing science forward.
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The Current Taxonomy of Item-Writing Guidelines

The current taxonomy of item-writing guidelines is limited to the extent that it
does not advance item writing as a science but merely gives practitioners some
useful advice to write items that reflect intents of instruction.

Research on these MC item-writing guidelines has been asystematic. The num-
ber of studies reported since the Haladyna and Downing (1989b) research synthe-
sis is small relative to the number of guidelines. Four guidelines receiving the most
attention are 17 (the use of negative words in the stem), 18 (the desirable number of
options), 25 (NOTA), and 26 (AOTA). The plausibility of distractors (Guideline
29) continues to be an area that is long overdue for study, particularly as it applies
to Guideline 18 concerning the number of options.

Need for Validated Item-Writing Theories
to Motivate Future Research

Toward a Technology of Test-Item Writing (Roid & Haladyna, 1982) reported on
the status of item-writing theories current to that time. None of these theories
survived. Frederiksen, Mislevy, and Bejar (1993) edited a volume of essays on
new theories and emerging technologies in testing and insights, but item formats
were only one of several important issues discussed by various contributors to
this edited book. Another edited volume by Bennett and Ward (1993) dealt with
important issues related to constructed-response and the MC formats. With the
publication of these essays, theories, and research, the scientific basis for writing
test items appears to be improving but very slowly. We still lack widely ac-
cepted, item-writing theories supported by research with resulting technologies
for producing many items that measure complex types of student learning that
we desire.

Need for a Validated Taxonomy of Cognitive Behavior

The Bloom taxonomy has existed for nearly 50 years but has not been empirically
validated. We currently lack a validated taxonomy of cognitive behavior that we
widely accept and easily apply to classroom assessment. The important chapter by
Snow and Lohman (1989) helped us gain understanding about the future role of
cognitive psychology in testing. The edited volume by Frederiksen et al. (1993)
provides a glimpse of the pending merger of cognitive and psychometric science.

However, a review of all of the textbooks in Appendix B reveals a variety of ap-
proaches to cognitive behavior that may have some commonality but no universal-
ity. Cognitive psychology should produce a new cognitive taxonomy that helps us
write items that satisfy various cognitive demands.
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Systematic Research on Item Formats

Martinez (1999) offers a very good description of cognitive processes measured by
test item formats and the meaning we attach to student responses. Martinez con-
cluded that the connection between item formats and cognition is not well estab-
lished but clearly should be in our item-writing research agenda.

We have seen some current study of the issue of MC versus constructed-re-
sponse item formats (Bennet & Ward, 1993; Haladyna, 1999; Martinez, 1999; Ro-
driguez, 2002; Ryan & Demark, 2002). This topic continues to be important as
states continue to employ performance formats and experiment with MC formats
that promisingly try to measure complex cognitive learning. As we continue to
study the characteristics of item formats in relation to student learning, we are dis-
covering more threats to validity.

For example, several researchers noted differential effects among groups
of different ability levels—or lack of effects among highly capable students.
The use of more complex or unfamiliar item formats may not result in nega-
tive consequences for high-ability students but may result in negative conse-
quences for low-ability students. Researchers have suggested that this may be
due to test-wiseness (Downing et al., 1991; Rachor & Gray, 1996) or simply
due to ability (Huntley & Welch, 1993; Rachor & Gray, 1996). Thus, some
item formats may add a construct-irrelevant barrier to performance by
low-ability students. If test-wiseness is a component of the knowledge re-
quired to correctly answer a set of items, then construct-irrelevant variance is
introduced. Test-wiseness may be an important factor related to the useful-
ness of item formats.

A good point made by DeMars (2000) about item formats is that although the
construct being represented by MC and constructed-response test scores may be
highly correlated, the cost of this information may differ greatly. Another point is
that if the selection of one format favors a certain instructional approach over an-
other, we would need to know the consequences of choosing one format over an-
other. Thus, future research should consider these factors in evaluating the benefits
of any item format.

FUTURE RESEARCH METHODS

Experimental studies are desirable for the study of the influence of manipulated
variables on item difficulty and discrimination and the kinds of cognitive behav-
iors elicited by items and different item formats. Within the broad range of poten-
tial experimental studies that could be conducted, we argue for a principled and in-
formed approach. Researchers must clearly disclose the methods used to design
instruments and the items under investigation. Characteristics of test design may
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play a role in the impact of violating a given item-writing guideline. For example,
is the effect of NOTA different when it is used as a distractor versus the correct op-
tion? When constructing items to test the impact of the number of options, did the
researcher write items with five options and sequentially delete options (randomly
or based on item statistics) to create the other forms or were options added to create
new items?

Similarly, it is important to describe all other relevant features of items to in-
terpret results of any given guideline or item-writing technique under investiga-
tion. For example, if a researcher is studying the role of negation in the stem, is
the stem a complete question or a statement completed by the options? In the
same study, how many options are provided per item? Are the options ordered
logically?

Finally, with respect to experimental studies, rarely have researchers eval-
uated effects of item-writing techniques vis-à-vis individual characteristics,
such as age, gender, ability level, or the cognitive demands of individual
items. The fact that some researchers have found interesting interactions with
these additional variables requires future researchers to address these when-
ever possible.

A promising way of studying item writing comes from cognitive psychology
and involves interviewing students as they take a test (Norris, 1990; Trelease,
1985). The think-aloud procedure can provide insights into the cognitive processes
underlying a student’s encounter with a test item, but its limitation is the time it
takes to collect data and evaluate the findings.

Finally, the research review is still a valuable tool. The review of research on
trick questions by Roberts (1993) exemplifies the potential for a review that signif-
icantly advances our understanding of a single MC item-writing guideline. The re-
view and discussion of humor in item writing by McMorris, Boothroyd, and
Pietrangelo (1997) also show the effectiveness of a concerted effort on a single
item-writing guideline.

CLOSING

The science of MC item writing is advancing, but item writing is still largely a cre-
ative act that we inexorably link to content standards and instruction. As Ebel
(1951) reminds us, item writing is mostly creative:

Each item as it is being written presents new problems and new opportunities. Just
as there can be no set formulas for producing a good story or a good painting, so
there can be no set of rules that will guarantee the production of good test items.
Principles can be established and suggestions offered, but it is the item writer’s
judgment in the application (and occasional disregard) of these principles and sug-
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gestions that determines whether good items or mediocre ones will be produced.
(p. 185)
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